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The Problem
ChatGPT 4o reads:

SON FLEES WITH EX-KAISER

Hindenburg Also Believed to be 
Among Those in His Party.

ALL ARE HEAVILY ARMED

Automobiles Bristle with Rifles 
as Fugitives Arrive at Dutch 

Frontier.

ON THEIR WAY TO DE STEEG

Begin War on You Terms, O 
Paris, if You Desire.



The Solution

Clean, controllable, reliable data extraction* with end-to-end ATR models.
*and information extraction



What are data and information?

Data: Measured (series of) values
Information: Distinguishable data
Knowledge: Linked information
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What are End-to-End ATR Models?



How do they work? DAN Example

Coquenet et al., 2022

Architecture

FCN encoder
visual features

Transformer decoder
characters + layout

Mutual attention/feature sharing

Process

Transfer learning with curriculum
Simple synthetic pages
Gradually transition to real data



Why use End-to-End Models?

No propagation errors

Complex reading orders (rotated, inter-line, tabular)

Nested elements (layout and named entities)

Easier maintenance

Faster

More accurate

Trainable on mid-range hardware

More well-behaved than LLMs



Example: Basque Student Essays

(Symbolic image)

CERր 7% 3 ۄ%

Layout accuracy: 45% 90 ۄ%



Example: Specimen Labels

Specimen Sex Determination

Trypoxylon fronticorne Guss. ♀ det. A.V. Antropov 1987
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CERր 27% 8 ۄ% (mixed)

NERր F1ր 0.96 0.94 ۄ



Labelling Newspapers: Semantic Regions
Top-Level Mid-Level Bottom-Level



Labelling Newspapers: Transcription and Labelling

Transcribe text in 
reading order

Assign bottom level 
region tags

Assign NER Tags



Structured Output
Input Output



Next Steps

General synthetic page generator

Universal data format

Tackle sequence length constraints

Write back positional data

Training and inference in Transkribus for all



Unlock every doc.


